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Abstract. Results of a two-dimensional hybrid expanding box simulation of a proton beam-core system in the solar wind are presented. The expansion with a strictly radial magnetic field leads to a decrease of the ratio between the proton perpendicular and parallel temperatures as well as to an increase of the ratio between the beam-core differential velocity and the local Alfvén velocity creating a free energy for many different instabilities. The system is indeed most of the time marginally stable with respect to the parallel magnetosonic, oblique Alfvén, proton cyclotron and parallel fire hose instabilities which determine the system evolution counteracting some effects of the expansion and interacting with each other. Nonlinear evolution of these instabilities leads to large modifications of the proton velocity distribution function. The beam and core protons are slowed with respect to each other and heated, and at later stages of the evolution the two populations are not clearly distinguishable. On the macroscopic level the instabilities cause large departures from the double adiabatic prediction leading to an efficient isotropization of effective proton temperatures in agreement with Helios observations.

1. Introduction

Thermal and nonthermal proton properties in the fast solar wind are not well understood. The protons are essentially collisionless but they do not follow the double adiabatic prediction; their perpendicular temperature decreases with distance more slowly, whereas the parallel temperature decreases faster than what is expected from the double-adiabatic prediction [Marsch et al., 1982]. Proton velocity distribution functions are largely gyrotropic and are typically skewed carrying a heat flux along the magnetic field in the direction away from the Sun [Marsch et al., 1982]. The proton heat flux (or its radial gradient) seems to be negligible for the proton thermal energetics. However, the proton heat flux is typically comparable to the corresponding saturation heat flux [Marsch et al., 1982; Hellinger et al., 2011] indicating a presence of nonnegligible secondary/beam population or a strongly distorted proton velocity distribution function [Feldman et al., 1973]. Helios observations indeed show that the proton velocity distribution function in the fast solar wind can be typically regarded as a superposition of two populations, a more abundant, typically anisotropic core with perpendicular temperature greater the parallel one and a secondary/beam population drifting with respect to the core along the ambient magnetic field [Marsch et al., 1982]. Helios observations indicate that the drift velocity between the core and the beam decreases with the distance roughly following the local Alfvén velocity. This effect is on the macroscopic level connected with a cooling of the total/effective parallel proton temperature [Marsch and Richter, 1987]. A transfer of the parallel energy to the perpendicular one may be partly responsible for the observed proton perpendicular heating [Schwartz et al., 1981].

Processes responsible for the formation of the beam and for its deceleration with respect to the core are not well established [Matteini et al., 2011]. Helios [Marsch and Livi, 1987; Tu et al., 2004] and Ulysses [Goldstein et al., 2000] data sets indicate a presence of beam-driven electromagnetic instabilities [parallel magnetosonic, oblique Alfvén, cf., Montgomery et al., 1976; Daughton and Gary, 1998] based on a linear analysis assuming two drifting bi-Maxwellian velocity distribution functions. Such a linear analysis [Marsch and Livi, 1987] indicate even strongly unstable cases in contradiction with the theoretical expectations [cf., Hellinger et al., 2006, in the case of proton temperature anisotropy]. The presence of the parallel magnetosonic instability is moreover indicated by a linear analysis based on the observed proton velocity distribution function [Dum et al., 1980]. The beam-driven instabilities naturally reduce the relative beam-core velocity as a part of the saturation mechanism [Daughton et al., 1999] and may be responsible for the beam deceleration. In the solar wind the plasma system starts in the stable region and the expansion may continuously drive the system unstable [Matteini et al., 2011]. In this paper we investigate the evolution of the beam-core proton system using the hybrid expanding box model which self-consistently models the competition between the expansion and ion kinetic instabilities. Section 2 presents linear and quasi-linear expectation for relevant instabilities, section 3 presents the numerical model and its results, and finally, in section 4 we discuss the simulation results and compare them with observations.

2. Theoretical considerations

Proton velocity distribution functions in the fast solar wind typically exhibit two populations [Marsch et al., 1982]: first one, nominally more abundant, called here core and a second one called here beam. The two populations can be described to some extend as two bi-Maxwellian distributions [Goldstein et al., 2000] drifting with respect to each other along the ambient magnetic field. Such a description is a useful approximation to investigate linear stability of the system with respect to different instabilities. However, this approximation is not generally sufficient for resonant instabilities [Dum et al., 1980; Gary, 1993] where the linear dispersion is largely determined by a small resonant portion of the velocity distribution function.

The proton distribution function consisting of two bi-Maxwellian velocity distributions drifting with respect to each other may be a source of free energy for many different instabilities. Temperature anisotropy of the (core and possibly also beam) protons can generate at least four electromagnetic instabilities [Gary, 1993; Hellinger et al., 2006]: for $T_{\|} > T_{\perp}$ there are the proton cyclotron and mirror instabilities while for $T_{\perp} > T_{\|}$ there are the parallel and oblique fire hose instabilities (for the definitions of all symbol used here see Appendix C).

The secondary/beam population drifting with respect to the core protons may drive another set of electromagnetic instabilities...
[Daughton and Gary, 1998, and references therein]; the most relevant ones are usually the parallel magnetosonic [Montgomery et al., 1976] and oblique Alfvén [numbered as (I) by Daughton and Gary, 1998] instabilities. It is important to note that the parallel fire hose and the magnetosonic instabilities drive waves at the same branch and are related [cf., Helliger and Trávníček, 2006; Matteini et al., 2011]. Daughton and Gary [1998] studied the linear competition of the parallel magnetosonic and oblique Alfvén instabilities. They found that for a wide range of parameters the parallel magnetosonic instability is dominant. However, as the two instabilities depend differently on the many present parameters (core and beam densities and temperatures, differential velocity, and electron parameters) the oblique Alfvén instability becomes dominant for another wide range of parameters (e.g., for large beam density and/or small core temperatures). Moreover, these instabilities are typically resonant and their properties strongly depend on the details of the velocity distribution function in the resonant region. Usually only the three basic resonances, cyclotron, Landau and anomalous cyclotron ones, are relevant. The corresponding resonant velocities (for a wave with the real frequency \(\omega_r\) and the parallel component of the wave vector \(k_\parallel\)) are given as

\[
v_c = \frac{\omega_r - \omega_{cp}}{k_\parallel}, \quad v_L = \frac{\omega_r}{k_\parallel}, \quad v_{ac} = \frac{\omega_r + \omega_{cp}}{k_\parallel}.
\]  

(1)

The resonant particles may importantly contribute to the linear (Equation (A1)) as well as to the nonlinear/quasi-linear (Equation (B5)) properties of the plasma.

At the parallel propagation, the linear dispersion splits to three branches separating the cyclotron, anomalous cyclotron (Equation (A4)) and Landau resonances. The parallel fire hose and the magnetosonic instabilities interact through the anomalous cyclotron resonance [Matteini et al., 2006] while the proton cyclotron instability interacts through the cyclotron resonance [Gary et al., 1976].

At oblique propagation, the unstable waves can resonate through more than one resonance at the same time. For example, while the mirror nonpropagating mode resonate with particles mainly through the Landau resonance [Kivelson and Southwood, 1996; Califano et al., 2008] the nonpropagating oblique fire hose resonance through both cyclotron and anomalous cyclotron resonances [Helliger and Trávníček, 2008]. Let us here look at the case of the oblique Alfvén instability. For the following parameters,

\[
n_p = 0.9n_e, \quad n_b = 0.1n_e, \quad v_{bp} = 1.8v_A, \\
\beta_{p||} = 0.2, \quad \beta_{b||} = 0.1, \quad T_{p\perp}/T_{p||} = 1.8, \quad T_{b\perp}/T_{b||} = 1,
\]  

(2)

the system is unstable with respect to the oblique Alfvén instability with the maximum growth rate \(\gamma_{\text{max}} \approx 10^{-2}\omega_{cp}\), at \(k \approx 0.5v_A/\omega_{cp}\) and \(\theta_{b||} \approx 50^\circ\) having \(\omega_c \approx 0.3\omega_{cp}\). In this case, the unstable waves resonate with the protons strongly through the anomalous cyclotron resonance. Furthermore, they resonate nonnegligibly through the Landau resonance whereas the cyclotron resonance is rather weak. To estimate strengths of the different resonances one can calculate the impact of the most unstable on the initial proton velocity distribution function \(f_0\) through the quasi-linear diffusion

\[
\frac{\delta f}{\delta t} = \frac{\partial}{\partial v_{||}} \left[ D_{||} \frac{\partial f_0}{\partial v_{||}} + D_{\perp} \frac{\partial f_0}{\partial v_{\perp}} \right] + \frac{1}{v_{\perp}} \frac{\partial}{\partial v_{\perp}} \left[ D_{||} \frac{\partial f_0}{\partial v_{\perp}} + D_{\perp} \frac{\partial f_0}{\partial v_{\perp}} \right].
\]  

(3)

The diffusion coefficients \(D\) have been derived by Kennel and Engleman [1966] and are given in a more explicit form in Appendix B. Figure 1 displays the result of such a calculation for the example case with the parameters given by Equation (2). The top left panel of Figure 1 shows the proton velocity distribution function \(f_0\) as a function of \(v_{||}\) and \(v_{\perp}\). The other three panels show the contribution of the most unstable mode to the quasi-linear diffusion \(\delta f/\delta t\) given by Equation (3) near the cyclotron resonance (top right), the Landau resonance (bottom left), and the anomalous cyclotron resonance (bottom right) as functions of \(v_{||}\) and \(v_{\perp}\). The solid curves show isocontours for \(\delta f/\delta t > 0\) whereas the dotted curves show isocontours for \(\delta f/\delta t < 0\). The dash-dotted lines denote the resonant velocities, \(v_c\) (cyclotron), \(v_L\) (Landau), and \(v_{ac}\) (anomalous cyclotron) given by Equation (1). Figure 1 gives only qualitative results, the isocontour levels on the different panels are arbitrary and independent. Figure 1 shows that the oblique Alfvén instability slows the resonant beam particles and heat them in the perpendicular direction, has a tendency to flatten the velocity distribution function along \(v_{||}\) in the Landau resonant region and heats in the perpendicular direction and accelerate the resonant core protons through the cyclotron resonance. On the quantitative level, the amplitudes of \(|\delta f/\delta t|\) are strongest for the anomalous cyclotron resonance, weaker for the Landau resonance and they are the weakest for the cyclotron resonance.

Figure 1. (top left) Example of unstable proton velocity distribution function \(f_0\) as a function of \(v_{||}\) and \(v_{\perp}\). The other panels show the contribution of the most unstable mode to the quasi-linear diffusion \(\delta f/\delta t\) (Equation (3)) near the cyclotron resonance (top right), the Landau resonance (bottom left), and the anomalous cyclotron resonance (bottom right) as functions of \(v_{||}\) and \(v_{\perp}\). The solid curves show isocontours for \(\delta f/\delta t > 0\) whereas the dotted curves show isocontours for \(\delta f/\delta t < 0\). Dashed dotted lines denote the resonant velocities, \(v_c\), \(v_L\), and \(v_{ac}\) (Equation (1)).

One can for a comparison calculate the impact of the most unstable mode for the magnetosonic instability and the result are qualitatively very similar to the anomalous cyclotron resonance of the oblique Alfvén instability (Figure 1, bottom right). In a case of sufficient core temperature anisotropy \(T_{b\perp} > T_b\) the proton cyclotron instability is destabilized and resonates through the cyclotron resonance. This instability has diffusion properties similar to those shown in Figure 1 (top right) but with the opposite effect \(\delta f/\delta t \to -\delta f/\delta t\), cooling in the perpendicular direction and decelerating (resonant) core protons.

3. Simulation results

The two dominant beam driven instabilities, the parallel magnetosonic and oblique Alfvén ones, have different linear and nonlinear properties. They compete for essentially the same free energy. Their nonlinear behavior and competition is a highly complex problem which needs a kinetic modeling. Daughton et al. [1999] performed a set of standard two-dimensional (2-D) hybrid (kinetic ions and fluid electrons, see below) simulations and investigated and parametrized the saturation properties of these instabilities. They have assumed weakly unstable initial conditions and observed only weak wave amplitudes and small changes in the proton velocity...
distribution functions which is compatible with the quasi-linear expectations. They have confirmed that these instabilities reduce the differential velocity between the beam and core and heat mainly the beam in the perpendicular direction.

3.1. Model and initial conditions

In standard numerical studies of kinetic instabilities the system starts in the unstable region and the simulation reveals the different instability phases, initial exponential growth, saturation and post-saturation evolution including effects of competition between different instabilities [Daughton et al., 1999]. However, in the solar wind the system typically starts in the stable region and the expansion may continuously drive the system unstable [Matteini et al., 2011]. To study the response of the solar wind plasma to a slow expansion we use in this paper the expanding box model [Grappin et al., 1993] implemented to the hybrid code by Mathews [1994]. The Hybrid Expanding Box (HEB) simulations self-consistently model the competition between the expansion driven free energy for instabilities and the relaxation owing to these instabilities. In the HEB model [Liewer et al., 2001; Hellinger et al., 2003] the expansion is described as an external force where a constant solar wind radial velocity $v_{sw}$ is assumed. The radial distance $R$ is then

$$ R = R_0 + v_{sw}t = R_0 \left(1 + \frac{t}{t_c}\right), \quad (4) $$

where $R_0$ is an initial radial distance and $t_c = R_0/v_{sw}$ is a characteristic expansion time. Transverse scales (with respect to the radial direction) of a small portion of plasma, co-moving with the solar wind velocity, increase with time $\sim (1 + t/t_c)$. The expanding box uses these co-moving coordinates, replacing the spatial dependence by the temporal one (Equation (4)). The physical transverse scales of the simulation box increase with time [see Hellinger and Travníček, 2005, for a detailed description of the code].

The characteristic spatial and temporal units in the model are $v_A/\omega_{pe}$ and $1/\omega_p$, respectively (for the definitions of symbols used here see Appendix C). We use the spatial resolution $\Delta x = \Delta y = v_A/\omega_{pe}$, and there are $2,048$ particles per cell for the core protons and $1,024$ particles per cell for the proton beam. Fields and moments are defined on a 2-D $x$–$y$ grid with dimensions $512 \times 512$ with the periodic boundary conditions. Protons are advances using the Boris’ scheme with a time step $\Delta t = 0.05/\omega_{pe}$, while the magnetic field $B$ is advanced with a smaller time step $\Delta t_B = \Delta t/10$. The initial ambient magnetic field is directed along the radial, $x$ direction, $B_0 = (B_0, 0, 0)$ and we impose a continuous expansion in the transverse ($y$ and $z$) directions.

For simplicity we here only consider a strictly radial magnetic field. In this case the expansion leads to a decrease of the ambient density and magnitude of the magnetic field as

$$ n \propto B \propto \left(1 + \frac{t}{t_c}\right)^{-2}, \quad (5) $$

and the double adiabatic prediction of the proton temperature anisotropy and parallel beta in the expanding box is

$$ \frac{T_{p||}}{T_{p\perp}} \propto \beta_{p||} \propto \left(1 + \frac{t}{t_c}\right)^{2}. \quad (6) $$

The expansion tends to increase $T_{p||}/T_{p\perp}$ leading to the corresponding temperature anisotropy driven instabilities [Hellinger and Travníček, 2008]. Furthermore, the Alfvén velocity decreases $v_A \propto 1/(1 + t/t_c)$ whereas the parallel differential velocity $v_{bp}$ between the proton core and beam populations is constant (for the strictly radial magnetic field) when no wave activity or collisions are present. This results in a continuous increase of their ratio,

$$ \frac{v_{bp}}{v_A} \propto 1 + \frac{t}{t_c}, \quad (7) $$

which leads to beam driven instabilities.

For initial conditions we have chosen these parameters:

$$ \begin{align*}
  n_p &= 0.9 n_e, \quad n_b = 0.1 n_e, \quad v_{bp} = 1.3 v_A, \\
  \beta_{p||} &= 0.2, \quad \beta_{b||} = 0.1, \quad T_{p\perp}/T_{p||} = 1.8, \quad T_{b\perp}/T_{b||} = 1. \quad (8)
\end{align*}$$

This choice is comparable with the proton properties in the fast solar wind at $R_0 \sim 0.3$ AU (but no alpha particles and other minor ions are considered here for simplicity). The characteristic time is chosen to be $t_c = 10^5/\omega_{pe}$, which is about $10$ times faster than in the solar wind. The system of Equation (8), is marginally stable with respect to all the relevant instabilities (see below).

3.2. Waves

The wave activity is initially on the noise level which is negligible owing to the large number of particles per cell. Consequently, the system follows the double adiabatic prediction during the first phase. Later on, the system becomes unstable and generated waves alter the double adiabatic evolution. Figure 2 displays the evolution of the wave spectra: The top panel shows the fluctuating magnetic field $\delta B^2/B_0^2$ as a function of time (solid line). The dashed line denotes the fluctuating magnetic field with oblique propagation, $|\theta_{kB}| > 30^\circ$. The middle and bottom panels display gray scale plots of the fluctuating magnetic field $\delta B$ as a function of time and wave vector $k$ and as a function of time and propagation angle $\theta_{kB}$, respectively.
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**Figure 2.** Evolution of the wave spectra: (top) Fluctuating magnetic field $\delta B^2/B_0^2$ (solid line) as a function of time. The dashed line shows the fluctuating magnetic field at oblique propagation with $|\theta_{kB}| > 30^\circ$. Gray scale plots of the fluctuating magnetic field $\delta B$ as a function of time and wave vector $k$ (middle panel) and as a function of time and propagation angle $\theta_{kB}$ (bottom panel).

Figure 2 clearly demonstrates that soon after the beginning of the simulation electromagnetic waves are generated, first at a quasi-parallel propagation with wave vectors about $0.5–1.1 v_A/\omega_{pe}$, presumably due to the parallel magnetosonic instability, and, later, oblique waves appear with lower amplitudes and with wave vectors about $0.1–0.5 v_A/\omega_{pe}$, probably due to the oblique Alfvén instability. To understand better properties of the generated waves let us look at the density fluctuations. Figure 3 display the evolution of the density fluctuations in a format similar to Figure 2. The top panel of Figure 3 shows the fluctuating total proton density $\delta n_p/n_p^0$ as a function of time, whereas, the middle and bottom panels display a gray scale plot of the fluctuating total proton density $\delta n$ as a function of time and wave vector $k$ and as a function of time and propagation angle $\theta_{kB}$, respectively.
Figure 3. Evolution of the density fluctuations: (top) Fluctuating proton density $\delta n^2/n_0^2$ as a function of time. Gray scale plots of the fluctuating density $\delta n$ as a function of time and wave vector $k$ (middle panel) and as a function of time and propagation angle $\theta_{kB}$ (bottom panel).

Figure 3 shows that the quasi-parallel waves are essentially incompressible in agreement with the linear expectations whereas the oblique waves are weakly compressible. Further analysis indicates that the oblique waves have comparable transverse magnetic components $\delta B_y \sim \delta B_z \sim \delta B_x$ and that the parallel component $\delta B_x$ evolves similarly to $\delta n$ (see Figure 3) and has similar amplitudes $\delta B_x^2/B_0^2 \simeq \delta n^2/n_0^2$.

The top panels of Figures 2 and 3 also indicate that the oblique waves grow in two stages with a first saturation around $t \sim 0.4t_e$. When speaking about saturation, it is important to note that both the background and the fluctuating magnetic fields decrease with time with generally different rates. The background magnetic field decreases following Equation (5) and the rate for the fluctuating magnetic fields depends on the wave properties [e.g., for low-frequency Alfvén waves one expects WKB evolution, cf., Liewer et al., 2001; Hellinger et al., 2005]. Furthermore, the wave modes which have been generated may (and likely will eventually) become damped/stabilized [Matteini et al., 2006; Rosin et al., 2011].

3.3. Velocity distribution functions

Further investigation of instabilities (or other processes) which are responsible for the observed waves it is necessary to investigate the evolution of the proton velocity distribution function. Figure 4 displays the proton velocity distribution function at three times: (top panels) $t = 0.2t_e$, (middle panels) $t = t_e$, and (bottom panels) at $t = 3t_e$. The left panels show the total proton distribution function, the middle panels shows the distribution function of protons which initially formed the core while the right panels shows the distribution function of protons which initially formed the beam population. Figure 4 shows that the proton velocity distribution function is strongly modified owing to the interaction between protons and the generated waves. The beam particles are clearly slowed down. The perpendicular cooling expected from the double adiabatic prediction concerns only a portion of the proton distribution with roughly $|v_\parallel| \lesssim v_A$. The superAlfvénic protons are heated in the perpendicular direction for both the beam and core populations. This is consistent with the quasi-linear predictions for the parallel magnetosonic and oblique Alfvén instabilities for the standard and anomalous cyclotron resonances. Furthermore, there are indications of a formation of a quasi-linear plateau due to the Landau resonance.
Figure 4. Proton velocity distribution functions as functions of \( v_{\parallel} \) and \( v_{\perp} \) (normalized to the initial Alfvén velocity \( v_{A0} \)) at (top panels) \( t = 0.2 t_e \), (middle panels) \( t = t_e \), and (bottom panels) at \( t = 3 t_e \). Left panels show the total distribution function, the middle panels show the distribution function of particles which initially formed the core while right panels shows the distribution function of particles which initially formed the beam population. Dashed lines display the local Alfvén velocity \( v_A \).

The complex proton velocity distribution function presents a problem when we attempt to separate the core and beam particles. In the code the core and beam populations are treated as separated species and we can determine their mean velocities and temperatures. In reality, however, it is impossible to determine the origin of a given proton. One possibility how to characterize the proton velocity distribution function is to fit it by a given analytical form. Here we fit the proton velocity distribution function as a superposition of two bi-Maxwellian distribution drifting with respect to each other along the ambient magnetic field [cf., Goldstein et al., 2000]. We expect that such a fit would work at least at the beginning of the simulation as the initial velocity distribution function has this form.

Figure 5. Evolution of the beam properties: (top left) number density, \( n_b \), (bottom left) mean velocity, \( v_{b\parallel} \), (top right) parallel, and (bottom right) perpendicular temperatures, \( T_{b\parallel} \) and \( T_{b\perp} \), as functions of time. Solid lines show results of a fit of the total proton distribution function as a sum of two bi-Maxwellian velocity distribution functions. Dashed lines show moments calculated from protons which initially formed the beam. Dotted lines denote the double-adiabatic prediction.
Figure 5 shows the evolution of the beam properties obtained from the fit (solid lines) compared to the moments calculated from protons which initially formed the beam (dashed lines). Figure 5 displays (top left) number density, \( n_b \), (bottom left) mean velocity, \( v_b \), (top right) parallel, and (bottom right) perpendicular temperatures, \( T_{b\|} \) and \( T_{b\perp} \), as functions of time. For a comparison the dotted lines denote the double-adiabatic prediction. Figure 5 shows that initially the fit and the moments give similar results following the double adiabatic prediction. As the important wave activity develops, the double adiabatic prediction is broken, beam protons slow down and are heated in the perpendicular direction while they cool in the parallel directions. During this time the fitted results depart considerably from the calculated moments and after \( t \gtrsim 1.5t_e \) there is a jump in the fitted results which indicates that the proton velocity distribution cannot be at later times characterized as a superposition of two bi-Maxwellian distributions (see Figure 4).

As for the core protons, Figure 6 shows the corresponding plot for the evolution of the core obtained from the fit (solid lines) compared to the moments calculated from protons which initially formed the core (dashed lines). Figure 6 shows (top left) number density, \( n_b \), (bottom left) mean velocity, \( v_b \), (top right) parallel, and (bottom right) perpendicular temperatures, \( T_{p\|} \) and \( T_{p\perp} \), as functions of time. Solid lines show results of a fit of the total proton distribution function as a sum of two bi-Maxwellian velocity distribution functions. Dashed lines show moments calculated from protons which initially formed the core. Dotted lines denote the double-adiabatic prediction.

3.4. Instabilities and nonlinear effects

The fitted results now may be used to estimate the linear stability of the proton distribution. It turns out, however, that the linear prediction based on the fitted results may strongly depart from the linear calculation based on the velocity distribution since the relevant instabilities are resonant. Figure 7 shows the linear prediction, the maximum growth rate \( \gamma_{\text{max}} \) as a function of time for the relevant instabilities. The top left panel shows \( \gamma_{\text{max}} \) the parallel magneto sonic/fire hose instability for waves propagating along the beam, \( v_{bp} k_{||} \omega > 0 \). The bottom left panel shows \( \gamma_{\text{max}} \) for the parallel fire hose instability for the propagation against the beam, \( v_{bp} k_{||} \omega < 0 \). The top right panel shows \( \gamma_{\text{max}} \) for the oblique Alfvén instability. Finally, the bottom right panel shows \( \gamma_{\text{max}} \) for the parallel proton cyclotron instability for the propagation along the beam. The solid lines show the results for the two bi-Maxwellian fit of the proton velocity distribution function (the results are only shown for \( t < 1.5t_e \), see above for the problems with the fitting procedure) whereas the dots display the linear prediction calculated from the actual distribution function. For the parallel propagating instabilities Equation (A4) is used (with the appropriate sign) whereas for the oblique Alfvén instability the general form of the dispersion relation, Equation (A1), is used (in the infinite sum only the subset \(-10 \leq n \leq 10\) is taken into account; for more details see Appendix A).

Figure 7 (top left panel) shows that the system is initially stable with respect to the parallel magnetosonic instability but becomes rapidly unstable. The proton velocity distribution function remains nearly bi-Maxwellian and the predic-
tion based on the bi-Maxwellian fit is close to that based on the full velocity distribution function. The two predictions soon substantially differ starting at $t \approx 0.1 t_e$, where the maximum growth rate based on the velocity distribution function starts to decrease whereas the prediction based on the fit continues to increase (it reaches the maximum $\gamma \approx 0.02 \omega_{cp}$ at $t \approx 0.3 t_e$). This discrepancy is likely owing to the resonant wave-particle interaction (see Figure 4, top panels). The system seems to become nearly stabilized at $t \approx 0.5 t_e$ later on with the maximum growth rate increases again. In this case it is rather the parallel fire hose instability as the proton velocity distribution function exhibit rather a temperature anisotropy than a drifting beam population (see Figure 4) although the distinction between the two instabilities is not clear.

Figure 7 (top right panel) shows that the system is also initially stable with respect to the oblique Alfvén instability. This instability appears later than the parallel magnetosonic one ($t \approx 0.2 t_e$) when the proton velocity distribution function is importantly affected by the wave-particle interactions (see Figure 4, top panels). In this case the linear prediction based on the fit does not exhibit an unstable solution contrary to the prediction based on the velocity distribution function which gives the maximum growth rate for the oblique Alfvén instability with magnitudes similar to those of the parallel magnetosonic instability. The linear prediction based on the velocity distribution function gives the maximum growth rate for a mode with a wave vector and an angle compatible with the properties of the oblique wave activity observed in the simulations at the same time (see Figures 2 and 3). The appearance of the oblique waves likely contributes to the stabilization of the magnetosonic instability. After the stabilization of the oblique Alfvén instability at $t \approx 0.5 t_e$, the maximum growth rate of the parallel magnetosonic/fire hose instability starts to increase.

The oblique Alfvén instability may explain the first growth of the oblique waves which saturates at $t \approx 0.4 t_e$ but cannot explain the second growth and saturation at $t \approx t_e$ (see Figure 3). It is possible that some other oblique instability [cf., Daughton and Gary, 1998] appears then but we have not been able to find it. This does not exclude a possibility of another instability since the parameter space is very large but it may indicate that these oblique waves grow due to nonlinear effects, for example a wave-wave interaction. To test if there exists a three-wave interaction, we have calculated the bicoherence $\langle b(k_1, k_2) \rangle$ [Kim and Powers, 1979] of the discrete-Fourier-transformed $B_z$ component of the magnetic field as

$$
b(k_1, k_1) = \left( \frac{\langle B_z(k_1) B_z(k_2) \rangle}{\langle B_z(k_1) B_z(k_2) B_z(k_1 + k_2) \rangle} \right) \left( \frac{\langle B_z(k_1 + k_2) B_z(k_2) \rangle}{\langle B_z(k_1 + k_2) B_z(k_2) B_z(k_1 + k_2) \rangle} \right), \tag{9}\n$$

where $\langle \rangle$ denotes time averaging. This bicoherence $b$ is a four-dimensional array which is difficult to analyze; taking different two-dimensional cuts of the four-dimensional space $(k_1, k_2)$ we have found important phase coherences indicating a three-wave interactions between one oblique mode and two quasi-parallel modes. The bicoherence is important for $t \gtrsim 0.4 t_e$ which suggests that secondary growth of the oblique waves is mainly driven by the wave-wave interaction. The initial growth of oblique waves seems to be rather related to the oblique Alfvén instability with a possible contribution of the three-wave interaction.

Figure 7 (bottom right panel) shows an interesting phenomenon. The proton cyclotron instability (for the propagation along the beam) is initially weakly unstable ($\gamma_{max} \approx 3 \cdot 10^{-4} \omega_{cp}$) owing to the core temperature anisotropy. Because of the perpendicular cooling this instability is rapidly stabilized before it can drive an important wave activity. This instability, however, appears later on, during the stabilization of the oblique Alfvén instability. The destabilization of the proton cyclotron instability is therefore likely caused by the resonant heating of the core protons by the Alfvén waves driven by the oblique Alfvén instability in agreement with quasi-linear predictions (see Figure 1 and the corresponding text). The proton cyclotron instability remains unstable long after the oblique instability becomes stabilized. This is possibly because the oblique waves are present in the simulation long after the saturation. Moreover, the proton velocity distribution is further influenced by the parallel magnetosonic/fire hose instability and the nonlinear wave-wave interactions at later times which may further influence the linear stability of the system.

Figure 7 (bottom left panel) shows that the anti-parallel fire hose instability is essentially stable during most of the simulation. This instability seems to appear with small growth rates near the end of the simulation, possibly as a result of the expansion and the parallel proton heating due to the proton cyclotron waves and/or due to nonlinear wave-wave interactions. Finally, we note a relatively large scatter of the calculated maximum growth rates based on the velocity distribution function (Figure 7, points) which indicates that the precision of the calculation of the order of $10^{-4} \omega_{cp}$.

3.5. Macroscopic view

The beam-core separation of the proton velocity distribution function is almost impossible during the later stages of the simulation. For a comparison of the simulation results with observations it is therefore interesting to look at the moments of the total proton velocity distribution function. Figure 8 (top panels) shows the evolution of the total/effective (left) parallel and (right) perpendicular temperatures, $T_{||}$ and $T_{\perp}$, respectively, as functions of time. For comparison the dotted lines denote the double-adiabatic prediction. The combined actions of the parallel cooling of both the populations and of the beam deceleration with respect to the core leads to an important increase of the total parallel temperature. The perpendicular heating of the two populations contributes to a decrease of the total perpendicular temperature slower than what is expected from the double adiabatic prediction.

To characterize the skewness of the proton velocity distribution function owing to presence of the beam population let us look at the proton heat flux. Figure 8 (bottom panels) shows the evolution of the (left) parallel and (right) per-
pendicular components of the proton heat flux, $q_{\parallel}$ and $q_{\perp}$, respectively. The two heat fluxes are normalized to the corresponding parallel and perpendicular saturation heat fluxes

$$q_{\text{sat}}^{\parallel} = \frac{n (k_B T_{\parallel})^{3/2}}{m^{1/2}}$$

and

$$q_{\text{sat}}^{\perp} = \frac{n (k_B T_{\perp})^{1/2}}{m^{1/2}},$$

respectively. Initially, the system follows the double-adiabatic predictions and the ratio between the heat fluxes and the corresponding saturation values remain constant. The deceleration of the beam with respect to the core (and the parallel cooling) leads to a decrease of the parallel heat flux component with respect to the saturation value but they have values of the same order all the time. The perpendicular heat flux component increases with respect to the saturation value owing to the perpendicular heating but later on it decreases as the deceleration becomes the dominant effect.
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**Figure 8.** Top panels: Total (left) parallel, and (right) perpendicular temperatures, $T_{\parallel}$ and $T_{\perp}$ (normalized to the initial mean total temperature $T_0 = (T_{\parallel0} + 2T_{\perp0})/3$), as functions of time. Bottom panels: (left) parallel and (right) perpendicular components of the proton heat flux, $q_{\parallel}$ and $q_{\perp}$ (normalized to the corresponding saturation heat flux, $q_{\text{sat}}^{\parallel}$ and $q_{\text{sat}}^{\perp}$, respectively), as functions of time. Dotted lines denote the corresponding double-adiabatic predictions.

4. Discussion

In this paper we have presented results of a 2-D hybrid expanding box simulation for the proton beam-core system in the fast solar wind with initial proton parameters comparable with the Helios observations at 0.3 AU. The HEB simulation exhibits a complicated evolution. The system is mostly of the time marginally unstable with respect to (at least) four different instabilities which determine the system evolution counteracting some effects of the expansion and competing with or driving each other. The expansion with the strictly radial magnetic field leads to a decrease of the ratio between the perpendicular and parallel proton temperatures as well as to an increase of the ratio between the beam-core differential velocity and the local Alfvén velocity. In this way the expansion creates a free energy for many different instabilities. For the chosen initial condition the expanding system becomes rapidly unstable with respect to the parallel magnetosonic instability. This instability saturates rapidly in a quasi-linear manner by scattering/heating in the perpendicular direction the resonant particles through the anomalous cyclotron resonance while only weakly decelerating these particles with respect to the core in agreement with previous standard simulation results [Daughton et al., 1999]. This evolution leads to destabilization of the competing oblique Alfvén instability which is more efficient in reducing the drift velocity because the generated waves interact with protons through all the three resonances. The oblique Alfvén instability saturates and becomes stabilized while the parallel magnetosonic instability or rather the parallel fire hose instability becomes unstable. At the same time the perpendicular (resonant) scattering/heating of the core protons leads to destabilization of the parallel proton cyclotron instability. Such a simple quasi-linear picture is however modified by nonlinear (wave-wave) interactions which appear around the first saturation of the oblique Alfvén instability. The relevance of the quasi-linear approximation becomes then questionable; this is a general problem of the weak turbulence in the magnetized collisionless plasmas [cf., Aamodt and Drummond, 1964; Sugaya, 1991] which needs further theoretical and modeling work. The chain of the different resonant instabilities and nonlinear effects leads to large modifications of the proton velocity distribution function so that except a short initial period the distribution function cannot be simply described as a superposition of two bi-Maxwellian distribution functions and the linear analysis must be performed using the local velocity distribution function (but again the relevance of the linear prediction at the nonlinear stage is questionable).

On the macroscopic level the instabilities lead to large departures from the double adiabatic predictions, the wave-particle interactions cause an efficient isotropization of effective temperatures. The wave-particle interactions also reduce the proton heat flux. The present simulation started with the parallel heat flux comparable to the saturation one and these two heat fluxes remained comparable during whole the simulation.

The simulation model used in this paper does not fully describe the complex properties of the solar wind. We assumed the strictly radial magnetic field for simplicity; this nominally represents the polar regions but is also compatible with the inner heliosphere below 1 AU where the magnetic field is predominantly radial. The chosen characteristic expansion time is about ten times faster than in the solar wind, the model does not include the turbulence/wave activity present in the solar wind and minor ions as alpha particles are not considered. The model, however, self-consistently resolves the competition between the expansion and kinetic instabilities. The presented simulation results suggest that the kinetic instabilities are partly responsible for the proton perpendicular heating and parallel cooling in the fast solar wind as observed by Helios [Marsch and Richter, 1987; Hellinger et al., 2011]. This paper also confirms that the linear prediction for resonant instabilities generally needs to be calculated from the full distribution function [cf., Dum...
et al., 1980]; this property may explain observations where instability analyses based on simplified models of the proton velocity distribution function indicate strong linear growth rates [Marsch and Livi, 1987; Hellinger et al., 2006] (to say nothing about nonlinear effects).

Appendix A: Linear theory

The linear dispersion relation \( \omega = \omega(k) \) in the magnetized collisionless (non relativistic) plasma is given by

\[
det \mathbf{D}(k, \omega) = 0
\] (A1)

where the dispersion matrix \( \mathbf{D} \) is given by

\[
\mathbf{D} = \left( \frac{k^2 c^2 + \omega_p^2}{\omega^2} - 1 \right) \mathbf{1} - k \mathbf{c} \frac{\mathbf{c}^2}{\omega^2}
\] (A2)

\[
- \sum_s \frac{\omega_p^2 n_s}{\omega^2 n_s} \int \frac{k \frac{\partial f}{\partial v}}{\omega - k ||v|| - \omega_{cs}} T_{ns} \, dq^3 v
\]

Where \( T_{ns} \) are Hermitian matrices

\[
T_{ns} = \begin{pmatrix}
\frac{n^2 \omega_p^2}{k^2} J_n^2 & \frac{n \omega_p}{k} v \cdot J_n' J_n' \n \frac{i n \omega_p}{k} v \cdot J_n J_n' & \frac{n \omega_p}{k} v \cdot J_n J_n'
\end{pmatrix}
\] (A3)

\( J_n \) and \( J'_n \) being the Bessel functions of the first kind and their derivatives, respectively, of the integer order \( n \) with the argument \( k v \)/\( \omega_{cs} \) (for the definitions of all symbol used here see Appendix C).

At the parallel propagation the dispersion relation splits to an electrostatic branch and two electromagnetic branches with left- and right-handed circular polarization:

\[
\frac{k^2 c^2 + \omega_p^2}{\omega^2} - \sum_s \frac{\omega_p^2 n_s}{\omega^2 n_s} \int \frac{v^2 k \frac{\partial f}{\partial v}}{\omega - k ||v|| - \omega_{cs}} \, dq^3 v = 1
\] (A4)

The above expressions, Eqs. (A1,A4) are valid only for \( \gamma = \Im \omega > 0 \) and for \( \gamma \leq 0 \) must be analytically continued.

The linear dispersion relation must be generally solved numerically. In the case when velocity distribution functions may be considered as bi-Maxwellian distributions drifting along the ambient magnetic field the integration over velocities in the dispersion relations may be performed analytically which leads to expressions involving the plasma velocities in the dispersion relation may be performed analytically which leads to expressions involving the plasma velocities. One possibility to remedy this problem is to move the integration/summation over \( v \) below the real line to

\[
\int_{-\infty}^{\infty} \tilde{f}(v||) \, dv||
\]

for a small \( \epsilon > 0 \). This procedure requires an analytical continuation of \( \tilde{f}(v||) \) which may be approximated using the real derivative \( \tilde{f}(v|| - i\epsilon) = \tilde{f}(v||) - i\epsilon \frac{\partial \tilde{f}}{\partial v||} \).

Appendix B: Quasilinear theory

Assuming the quasi-linear approximation, a superposition of linear waves [Kennel and Englelmann, 1966]

\[
E^{(1)} = \sum_k \delta E(k, \omega) e^{i k \cdot x - i \omega t}
\]

\[
f_s^{(1)} = \sum_k \delta f_s(v, k, \omega) e^{i k \cdot x - i \omega t}
\]

... which are solutions of the linear dispersion

\[
\mathbf{D}(k, \omega) \cdot \delta \mathbf{E}(k, \omega) = 0
\] (B3)

based on the instantaneous velocity distribution functions \( f_s \) which in turn is assumed to vary owing to the second order effects averaged over the space, phase and (fast) time,

\[
\frac{\partial f_s}{\partial t} = - \frac{q_s}{m_s} \left( \mathbf{E}^{(1)} + \mathbf{v} \times \mathbf{B}^{(1)} \right) \cdot \frac{\partial f_s^{(1)}}{\partial \mathbf{v}}
\] (B4)

The second order effects lead to the diffusion equation

\[
\frac{\partial f_s}{\partial t} = \frac{1}{v_{\perp}} \frac{\partial}{\partial v_{\perp}} \left( D_{||} \frac{\partial f_s}{\partial v_{||}} + D_{\perp} \frac{\partial f_s}{\partial v_{\perp}} \right)
\] (B5)

\[
+ \frac{1}{v_{\perp}} \frac{\partial}{\partial v_{\perp}} \frac{\partial f_s}{\partial v_{\perp}}
\]
where the diffusion coefficient can be given the following explicit form

\[ D_{||} = \sum_{k} \sum_{n=\infty}^{\infty} \frac{q_E^2}{m_e^2 k_1^2} \frac{1}{k_1^2} \frac{\gamma}{|\omega - k_1 v|| - n_\omega c_1^2} \times \]

\[ \Re \left[ |\delta E|^2 \right] n^2 j_{n_k}^2 k_1^2 \| \omega \| \left| \omega - k_1 v \right|| - n_\omega c_1 \right] \times \]

| \delta E |^2 (J_n)^2 k_2^2 + \| v \|^2 \left| \omega - n_\omega c_2 \right| \times \]

+ 2i E \Re \sum_{n} n_{n_k} j_{n_k}^2 k_1^2 \| v \|^2 \left| \omega - n_\omega c_2 \right| \times \]

- 2i(\omega - n_\omega c_2) E \Re \sum_{n} n_{n_k} j_{n_k}^2 k_1^2 \| v \|^2 \left| \omega - n_\omega c_2 \right| \times \]

+ 2(\omega - n_\omega c_2) E \Re \sum_{n} n_{n_k} j_{n_k}^2 k_1^2 \| v \|^2 \left| \omega - n_\omega c_2 \right| \times \]

\[ (B6) \]

Here subscripts \( \perp \) and \( \| \) denote the perpendicular and parallel directions with respect to the ambient magnetic field \( B_0 \). \( B_0 = |B_0| \) denotes its magnitude; \( v \) denotes a velocity, \( v = |v| \) being its magnitude, and \( v_\parallel \) and \( v_\perp \) denote magnitude of the velocity components parallel and perpendicular to \( B_0 \), respectively; \( t \) denotes the time. Here subscript \( s \) denotes different species (\( e \) : electrons, \( p \) : core protons, and \( b \) : beam protons); subscript 0 denotes initial values. Here \( f_s \) denotes the velocity distribution function, \( n_s \) denotes the number density \( n_s = f f d^3v \) and mean parallel velocities \( v_\parallel \) are given as \( v_\parallel = f f d^3v/n_s \). The field-aligned differential velocity between the beam and core is denoted as \( v_{bp} = v_\parallel - v_\parallel \). The parallel and perpendicular temperatures are given as \( T_\| = (m_p/k_B n_p) f f d^3v \) and \( T_\perp = (m_p/2k_B n_p) f f d^3v \), respectively. Here \( m_p \) denotes the mass, \( k_B \) is the Boltzmann constant; \( T_s = (2T_{\perp} + T_\|)/3 \) is the total proton temperature. For the total proton distribution function \( f = f_p + f_b \), we define the effective parallel and perpendicular temperatures \( T_\| = (m_p/k_B n_p) f f d^3v \) and \( T_\perp = (m_p/2k_B n_p) f f d^3v \), respectively, where \( n \) is the total proton number density \( n = n_p + n_s \) and \( v_\parallel \) is the mean proton velocity, \( v_\parallel = f f d^3v/n \). The two nonzero components of the heat flux tensor for the gyrotropic total proton distribution function \( f \) are given as \( q_i = m_p f f (v - \bar{v}_i)^3 f f d^3v \) and \( q_\perp = (m_p/2) f f (v - \bar{v}_i)^3 f f d^3v \). Here \( \beta_0 = 2\mu_0 n_e k_B T_0/B_0^2 \) is the parallel beta, \( \omega_p = q_i B_0/m_p \) and \( \omega_{ps} = (n_p^2 m_p^2/\mu_0 e_0)^{1/2} \) denote the cyclotron and plasma frequencies, respectively, \( \omega_p = \sum_{n} \omega_p \) is the total plasma frequency. In these expressions \( q_i \) denotes the charge, \( e_0 \) and \( \mu_0 \) denote the vacuum electric permittivity and magnetic permeability, respectively. Here \( v_\parallel \) denotes the Alfén velocity \( v_A = B_0/(\mu_0 m_p n_p)^{1/2} \) and \( c \) denotes the speed of light. Here, \( k \) denotes the wave vector, \( k \) its magnitude, \( k_\| \) and \( k_\perp \) its parallel and perpendicular components, respectively; \( \perp \) denotes the imaginary unit, \( \omega \) denotes the complex frequency, \( \omega_p = R \omega, \gamma = \Im \omega \) where \( R \) and \( \Im \) denote the real and imaginary part, respectively, and the overline denotes the complex conjugate, \( \overline{a + ib} = a - ib \). Here \( R_0 \) denotes the initial radial distance and \( t_e = R_0/v_{sw} \) is the characteristic expansion time.

**Appendix C: Glossary**

\( D_{||} \) and \( J_n \) being the Bessel functions of the first kind and their derivatives, respectively, of the integer order \( n \) with the argument \( k_1 v_\perp/\omega c_1 \) as in the linear case. The explicit expression for the diffusion tensor is again only valid for unstable waves (\( \gamma > 0 \)).
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